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Abstract: Li-Openshaw algorithm is a self-adapted linear feature’s generalization algorithm based on impersonality generalized natural law, and it can get reasonable and genuine generalization results. On the basis of analyzing characteristics of Li-Openshaw algorithm, there are two flaws in the algorithm: ①without referring to save local maximum points, the algorithm doesn’t keep the entire shape of curve well; ②abnormity happened easily in selection when there are more than one point of intersection between SVO circularity and curve, and coordinates of selected points need to be calculated, which will decrease the simplification efficiency. According to the principle and purpose of linear simplification, Li-Openshaw algorithm is improved as follow: ①a new method of identifying the bend using the relationship between point and line is proposed, in order to find all the local maximum points and save to keep the entire shape of curve before simplification; ②find the first approximate point of intersection according to lines’ index, then select the point to save after generalization, which is nearest to the midpoint between center point of circle and point of intersection on the curve. What’s more, evaluating figures such as simplification results, time for simplification and ratio of compressing points are given, especially, two algorithms are compared and assessed by the method of curves’ shape structure characteristic assessment based on fractal theory. According to experiments’ results, compared with original algorithm, improved algorithm can keep the entire shape of curve better and increase simplifying efficiency.
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1. Introduction
Linear features’ simplification on map, is one aspect of automatic cartographic generalization, which is researched most and has the best results, the basic idea of most simplification algorithms is to keep the bend characteristic and complexity of linear features, then try to reduce lines’ storage, however, cartographic generalization is not only drived by algorithm and model, but also presents uncertainty on keeping original data, spatial topology relationship of graphics, data’s evaluating figures and methods and so on in the process of generalization and after generalization.
Linear features take the most proportion of the map features, because of its variety, complexity of shape, and characteristics such as great data quantity, thick line groups, much adjacent bends and sinuous of complicated linear features, whichever algorithms can’t achieve the requirement of generalization completely. At present, most algorithms simplify single line, seldom solve the problem between line and line or line groups, mainly research on natural linear features, seldom consider artificial linear features. All the while, DP algorithm proposed by Douglas and Peucker and its fractal extending are used most, besides, Dutton(1981), Polidori(1991), WANG Qiao and WU He-hai(1995), GUO Ren-zhong(1997) discuss the generalization of coast lines based on fractal theory, WU Fang and DENG Hong-yan simplify the linear features by genetic algorithm, GUO Qing-sheng introduces the progressive simplification algorithm. However, the problems such as intersection will occur inevitably in the process of simplification by each algorithm. On the basis of analyzing the characteristic of Li-Openshaw algorithm, the algorithm is improved according to the principle of simplification, what’s more, improved algorithm and Li-Openshaw algorithm are analyzed and evaluated by simplification results, shape characteristic based on fractal theory, and position accuracy.
2. Improve Li-Openshaw Algorithm Based on the Purpose of Linear Features’ Simplification

2.1 Introduction of Li-Openshaw Algorithm
Linear feature’s self-adapted generalization algorithm based on impersonality generalized natural law is proposed by Zhilin Li and Stan Openshaw(1992), it simplifies the curve relying on ratio, which is called Li-Openshaw algorithm. The algorithm imitates the natural generalization process that people observe the objects. For a display of fixed resolution, with the ratio [image: image1.wmf]c
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becoming small, a big polygon will become small, too. When it becomes a point, it reaches a terminal size, even it will disappear. According to the simple natural rule, a new map generalization algorithm is proposed, the algorithm realized by vector mode is as the following:
 (1) Calculate the size of 
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 is the parameter of SVO on the target ratio map. Muller(1987) considered that D=0.4mm (size on the map) is the minimum value to ensure visual resolution.
 (2) Fix the position of first circularity. As shown in figure 1, A is the first point of original line, construct a circularity which takes A as the centre of the circle and twice sizes of SVO as diameter, the circularity intersects the curve at point C;
(3) Select point 1, the middle point of AC (average value of point A and point C’s coordinates), as the reserved point after generalization;
(4) Repeat step 2-4 from point C, end with point B, the last point of the original line.
2.2 Characteristic and Problems of Li-Openshaw Algorithm 
The basic requirements of simplification are: keep the basic characteristic of curve’s shape, which is the similarity of figure; keep the accuracy of local maximum point of the bend; keep the ratio of different bend. Because of generalizing according to natural law, comparing with most algorithms, Li-Openshaw algorithm has better simplification results. However, such algorithm exists some problems about keeping accuracy of local maximum points, which can be concluded as the following:
 (1) The algorithm doesn’t consider to save the local maximum points on the bend, which is going against to keep the whole shape of the curve, as shown in figure 2, according to the algorithm, point 4 is the selection point after simplification, point 2, local maximum point isn’t saved, which may make the whole shape of curve anamorphic and disobey the simplification purpose of linear features’ algorithm.
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 (2) There are more than one intersection points between SVO circularity and line to be simplified, especially at bottleneck place, for example, selection points will be exceptional at dense and big bends on contour lines. As shown in figure 3, point 2 should be the intersection point between circularity and curve, however, maybe point 3 or point 4 is selected. Besides, coordinates of saving points should be calculated according to the algorithm, which can reduce the efficiency of simplification greatly, what is more, selection points may not be the original data, and new data produces, as shown in figure 2, point 4 is not original data.
2.3 Improving Thoughts Aiming at the Problems of Li-Openshaw Algorithm
When the shape of linear feature is complex(much and dense bend) or the data is huge, it’s easily for using Li-Openshaw algorithm to appear the problems that saving points are confusion and the whole shape of curve is distortion. Based on the purpose of linear simplification, in order to keep the basic shape of curve and reduce the storage of data, aiming at the characteristics of Li-Openshw algorithm, the algorithm is improved as the following:
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 (1) Ransack all the points on the curve, recognize bend using the relationship between point and line, find the local maximum points and save them; these points divide the curve into more small curves, then simplify these small curves. How to recognize the bend and find the local maximum points are as the following, which is shown in figure 4:
① From point 3, judge the point (include point 3) in turn is on the left or right side of the line which is constituted by two points before the point, until the direction changed. Left or right side is recognized by formula (1), where (x, y) is the coordinate of the point, A, B, C are the modulus of the line’s equation, when the point is on the left side of the line, d is minus; and when the point is on the right side of the line, d is plus. For example, point 3 is on the right side of the line constituted by point 1 and point 2, d is plus, point 4 is on the right side of the line constituted by point 2 and point 3, circulate to point 12 which is on the right side of the line constituted by point 10 and point 11, and point 13 is on the left side of the line constituted by point 11 and point 12, note point 11.
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② Taking the curve between point 1 and point 11 as a bend, find the local maximum point, point 7(the point whose slope occurs great change), and save it, simplify the curve between point 1 and point 7, point7 and point11.
③ From point 11, go on the next similar circulation, until the end point of the curve.
 (2) When there are more than one point between curve and circularity, saving point between centre of the circle and intersection point appears mistake easily. Index the curve first, then find the first point according to the index, which should be the intersection point of circularity and curve, so it avoid selecting confusedly because of calculating to get more than one answer; point selected by original algorithm is the average coordinate value of center of circularity and intersection point, which is need to calculate the intersection point between circularity and curve first, then to calculate and get the point, what’s more, the point is possible not on the original curve. The improving method is selecting the point on the curve which is nearest to the middle point of center of circularity and intersection point, which is not only keeping the shape of curve better(because selecting point is just on the curve), but also needn’t calculating coordinate of middle point which increases the simplification efficiency.
3. Analysis and Assessment of the Algorithms
3.1 Simplification Results by the Algorithms
Figure 5 chooses local data of contour lines on the map of scale 1:50,000, and shows the results simplified by the two algorithms of same parameters, figure 6 and figure 7 is the simplification results of local data of rivers and roads on the map of scale 1:250,000.
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Comparing the simplification results, improved Li-Openshaw algorithm saves the local maximum points, so it ensures the accuracy better, and when line groups(such as contour lines) is thick, because improved algorithm just selects on the curve and doesn’t create new point, it occurs intersection less than original algorithm obviously. From figure 6 and figure 7, we can see that improved algorithm keeps the local maximum point better.
3.2 Evaluation of Position Accuracy

It’s one of the most flourishing domains in GIS that position uncertainty evaluation of spatial entity. Whichever generalization operator influencing the map features is mainly the change of accuracy, and accuracy of spatial data is mostly related to position accuracy. Simplification influencing the linear features’ accuracy is mainly about the whole or local displacement of curves, therefore, change of linear features’ accuracy is mainly the change of position accuracy.
Muller (1987) put forward the figure calculating the displacement, Standardized Measure of Displacement:
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SMD(%)=100(1－（W－O）/W)                 (2)

W is the distance between point which displaces most on the original curve and line which constitutes by the first point and the end point of the curve, O is observed displacement value of the point which displaces most. This figure is most suitable for comparing the displacement values of the same curve simplified by different algorithms[14]. Analyzing the SMD, we can conclude that it gets the local maximum displacement value, but can’t describe the whole displacement of the curve accurately. Therefore, positional error is proposed to evaluate the whole displacement. We can use the ratio of the area formed by simplified curve and original curve to the length of original curve, the value is called positional error, as the formula (3).
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     Figure 8 and figure 9 show the comparison results of SMD and positional error by the two algorithms, serial numbers on X axis represent roads on the 1:50,000 scale map, [image: image17.jpg]s ——
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roads on the 1:250,000 scale map, rivers on the 1:50,000 scale map, rivers on the 1:250,000 scale map, contour lines on the 1:50,000 scale map and contour lines on the 1:250,000 scale map. Analyzing the results, we can conclude that displacement is not always linearity change as the scale becoming smaller. Values of SMD and positional error of the two algorithms are very close. Generally, values of the improved algorithm is a litter lower than the original algorithm but in the simplification of roads on the 1:50,000 scale map. By comparing the SMD, values of roads and rivers simplified by the two algorithms are higher than that of contour lines, which accord with requirement of simplification, because contour lines are usually thick on a map, which can occur intersection easily and destroy the spatial relationship. On the contrary, just because the thick character, positional error of contour lines on whichever scale map are higher than that of roads and rivers.
3.3 Shape Assessment of Curves Based on Fractal Theory
      Generalization of Li-Openshaw algorithm is based on impersonality natural law, therefore, it’s scientific and meaningful to evaluate the shape of curves simplified by the algorithm based on fractal theory. According to fractal principle, first on the basis of Li-Openshaw algorithm, length of curve (L(r)) is got by “method of compasses”, and fractal dimension d is got[8]. Then the relevant relationship to L(r) in the algorithm is found out. According to simplification thoughts of Li-Openshaw algorithm, the bigger SVO circularity, the more algorithm simplifies, and the shorter of simplified line. According to the formula 
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, change of D can influence the curve’s shape, the length of curve becomes shorter as D is bigger, based on fractal theory, formula as the following is tenable:                 
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   c is a constant, d is the fractal dimension of original curve. In order to estimate the value of d, we can take the formula (4) logarithmically. When D is given, L(D) can be got according to the algorithm, then different points (logD, logL(D)) are drawn up to be a line using linear regression model, d is got. When the values of original curve and simplified curve’s fractal dimension are more closer, the algorithm keeps the shape characteristic better. Table 1 is the curves’ fractal dimension estimation of different linear features simplified by the two algorithms.
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     What’s more, a proper value of D need to be a perfect value on the target scale map, which assure it to describe the shape characteristic of original curve faithfully. Muller(1987) considered that D=0.4mm is the best value for visual resolution, so the fractal dimension of original curve is when D=0.4mm. Fractal dimensions of original and simplified curves are compared in table 2. 
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From the table, we can conclude that fractal dimension of the two algorithms are very close for whichever linear features. Therefore, the two algorithms are keeping the shape characteristics of curves faithfully. Lengthways self-cmparison of the two algorithms, from contour lines to roads, the fractal dimensions become more and more closer, which shows that as the curves become smoother, the two algorithms keep the shape characteristics better, especially in the simplification of roads, algorithms almost keep the shape characteristics of original curve. Thus tranverse comparion of the two algorithms, for three different linear features, fractal dimensions of improved algorithm are more closer than that of original algorithm, which shows that improved algorithm keeeps the shape characteristics better than original Li-Openshaw algorithm.
3.4 Simplification Time and Comparison of Data Compress
     In map features, linear features take the most proportion, therefore, there are large date amount and long simplification time, which influence the generalization results. Time to simplify the linear features by the two algorithms is shown in table 3.
[image: image20.png]— Original Line

—Simplified Line




From the table, simplification time of the two algorithms is short which accords with the requirement, however, because the original algorithm needs calculating coordinates of intersection point and produces new middle point, its simplification time is longer than improved algorithm. For three different linear features, simplification time of Li-Openshaw algorithm is 1.5 times of improved algorithm, what’s more, the algorithm improved the simplification speed on the premise of recognizing the local maximum point.
From the map of 1:50,000 scale to the 1:100,000 scale, point compression ratio of contour lines simplified by original algorithm is 41%, and that by improved algorithm is 41.4%; from the map of 1:250,000 scale to the 1:500,000 scale, point compression ratio of rivers simplified by original algorithm is 33.4%, and that by improved algorithm is 41.3%, similarly, ratio of roads simplified by original algorithm is 55.4%, and that by improved algorithm is 60.5%. Therefore, the improved algorithm compresses the point properly, and keeps the shape of curves better.
Aiming at different linear features, improved Li-Openshaw algorithm keeps more points on curve than original algorithm, but simplifies shorter than original algorithm, which indicates that the improved algorithm increases the simplification efficiency on the premise of keep the shape of curve.
4. Conclusion
The basic requirement of linear features’ simplification is to keep the shape of bend and the basic characteristics of curve. According to the purpose of linear features’ simplification, Li-Openshaw algorithm has been improved, and simplification results of three different linear features simplified by original and improved algorithms are compared, what’s more, analysis and evaluation of simplification results based on fractal theory are proposed, some conclusions are got as the following:
(1) Compared to the original algorithm, because of saving the local maximum point on curve, the improved Li-Openshaw algorithm keeps the shape of curve better;

(2) Improved algorithm only operates on the original line when simplification, which avoids the problem of line intersection better than original algorithm;
(3) Because of not calculating the intersection point between SVO circularity and original line, thus not producing new data, improved algorithm increases the simplification efficiency;

(4) The fewer bends on curve, the better simplification results are got by the original and improved Li-Openshaw algorithm.
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Figure.1 Simplification Process of Li-Openshaw Algorithm








Figure.4 Partitioning Bend Using Mutual Relationship between Point and Line





Figure.3 More than One Intersection Point between Circularity and Curve





Figure.2 Skipping the Local Maximum Point





Figure.5 Simplification Results of Contour Lines on the 1:50,000 Scale Map Simplified by Two Algorithms (Broad Lines Represent after Simplification)





(a) Li-Openshaw Algorithm





(b) Improved Li-Openshaw Algorithm





(b) Improved Li-Openshaw Algorithm





(a) Li-Openshaw Algorithm





Figure.6 Simplification Results of Rivers on the 1:250,000 Scale Map Simplified by Two Algorithms (Broad Lines Represent after Simplification)





(b) Improved Li-Openshaw Algorithm





(a) Li-Openshaw Algorithm





Figure.7 Simplification Results of Roads on the 1:250,000 Scale Map Simplified by Two Algorithms (Broad Lines Represent after Simplification)





Figure 8. Compare the SMD of Different Linear Features by Two Algorithms





Figure 9. Compare the Position Error of Different Linear Features by Two Algorithms








Tab.1 Curve’s Fractal Dimension Estimation of Different Liner Features Simplified by Two Algorithms





                                  values


linear features�
d�
L1(D)（m）�
L2(D)（m）�
D1(m)�
D2(m)�
�
Contour lines on the 1:50,000 scale map�
Li－Openshaw algorithm�
1.398�
4983075175.5926�
4630672192.7376�
0.005�
0.006�
�
�
Improved algorithm�
1.13�
6240448574.373�
6093269842.5878�
0.005�
0.006�
�
Rivers on the 1:250,000 scale map�
Li－Openshaw algorithm�
1.245�
352338589.43941�
339082853.58963�
0.005�
0.006�
�
�
Improved algorithm�
1.063�
403547009.17816�
398797685.86033�
0.005�
0.006�
�
Roads on the 1:250,000 scale map�
Li－Openshaw algorithm�
1.025�
1579292936.4599�
1570860217.8071�
0.005�
0.006�
�
�
Improved algorithm�
1.019�
1598435902.9997�
1592908194.5881�
0.005�
0.006�
�






Tab.2 Compare the Curve’s Fractal Dimension Estimation before and after Simplification by Two Algorithms





�
Contour lines�
Rivers�
Roads�
�
Li-Openshaw algorithm�
Before simplification�
1.368�
1.229�
1.024�
�
�
After simplification�
1.398�
1.245�
1.025�
�
Improved algorithm�
Before simplification�
1.141�
1.069�
1.018�
�
�
After simplification�
1.13�
1.063�
1.019�
�






Tab.3  Time to Simplify the Lines Features(unit: millisecond)


�
Contour lines �
Rivers�
Roads�
�
Li-Openshaw algorithm�
8156�
       813�
1188�
�
Improved Li-Openshaw algorithm�
5110�
       500�
735�
�
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